Tackling Test and Diagnosis
Challenges Using GPU-Based High-
Throughput Timing Simulation
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Motivation

Many Test/Diagnosis Tasks Require

ML Pushes New Data-Parallel Compute
Timing Simulations
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GPU Programming Principle

Single Instruction, Multiple Data (SIMD)

Kernel: Short program that runs on GPU ¢ Thread: Kernel running with unique 1D
Each thread can (should!) access different data
* Addition on GPU:

e \ector-Addition:

import numpy as np

from numba import cuda N - 100000 10k+ threads for
. a = cuda.to_device(np.random.random(N)) good performance

@cuda.jit b = cuda.to_device(np.random.random(N))

def f(a, b, c): ¢ = cuda.device_array_like(a)

tid = cuda.grid(1) # thread ID: unique for each thread
if tid < len(c):
cl[tid] = altid] + b[tid]

nthreads = 256 # Threads per block Grid
nblocks = (len(a) // nthreads) + 1 # Enough blocks tO CO [sicaio 0 |l Blockiz. o) | Blockiz,0) | O

f[nblocks, nthreadsl(a, b, c) # Launches nblocks * nthre, ! - GPU

Block(0, 1Y~ Block(1, 1) -Block(2, 1)

print(c.copy_to _host())
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Kernel: Compute Output Waveform of One Caell

« Waveform: All transitions on a signal within one clock cycle

 Compute complete output waveform from complete input waveforms

iInput transport
waveforms  delay
" (2,0,%,0 ) ti+0p  ta+0, ulse
a , f P
, 1 Do output
) (14,00 ) > 0, 5f> | I filtering waveform
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a.b : (_ml3l5Im ) BOOIean
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[Holst et al.: "High-Throughput Logic Timing Simulation on GPGPUs" ToDAES Vol. 20, No. 3, Article 37, June 2015]
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Threads: Data-Parallel Cell Evaluations

Function LUTs  Delays

e Same Kernel Code, but Distinct ...
e g |

e ... Input Waveforms

|“ 1 Output
e ... Cell Function (LUT) 2 _I
2 1 ||
+ ... Pin-to-Pin Delays = —
O I\
* One Kernel Launch for 10000+ a Kernel
Independent Cell Evaluations - “

/ 10000+ Independent Threads

[Holst et al.: "High-Throughput Logic Timing Simulation on GPGPUs" ToDAES Vol. 20, No. 3, Article 37, June 2015]
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Gate-Level Timing Simulation on GPU

Device Memory (Waveform Storage)

® TOpOSOI‘t the Ga-te_l_evel / /Compute Kernel evaluates one topological level
Combinational Logic
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 One Kernel Launch per Level

e Maximizes Data-Parallelism

=1}

Structural Parallelism (Independent Gates)
Data Parallelism (Independent Simulations)

e Parallel Evaluation of
Independent Gates

capture

* Concurrent Sim of Many
Independent Inputs

[Holst et al.: "High-Throughput Logic Timing Simulation on GPGPUs" ToDAES Vol. 20, No. 3, Article 37, June 2015]
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Scan-Test Power Analysis

Small Delay Fault Simulation and Diagnosis

Al Accelerator Resilience Analysis



Scan Shift Clock Skew Problem

Scan In Casel Case 2
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[Holst, Schneider, Kawagoe, Kochte, Miyase, Wunderlich, Kajihara, Wen: Scan Out Regions over Time
Analysis and Mitigation of IR-Drop Induced Scan Shift-Errors ITC 2017]
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Shift Switching Activity Simulation

o Perfect Data-Parallel Workload Scan GPU-Accelerated
Chains Scan State Timing Simulation

Scan States Transitions

00011 = = & [—rTFP

e All Scan-States are Known In
Advance

--------
------

« Simulate all PPI Transitions

Data-Paralle 00010 ZF i
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96,(@ = Waveform Propagation
'(65\ Q\e‘f’Q Through Combinational
Portion

[Holst, Schneider, Kawagoe, Kochte, Miyase, Wunderlich, Kajihara, Wen:

Analysis and Mitigation of IR-Drop Induced Scan Shift-Errors ITC 2017]
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Skew Estimates: Zero-Delay vs. Full Timing

§ 150 - 10°
 Glitches have large impact in some 8 I onfatiestsetl o
shift cycles 5 100 -
|t takes only one timing violation to > 507 1H o5
corrupt the test -
N -+ 107
* Need to simulate all shifts to find S ‘ L] o3
risky ones I V== r "
P : Color: Number of | £ 102
& 1004l ] 08888 (l0g sCale)
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7
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Skew estimate based on full timing simulation

[Holst, Schneider, Kawagoe, Kochte, Miyase, Wunderlich, Kajihara, Wen:

Analysis and Mitigation of IR-Drop Induced Scan Shift-Errors ITC 2017]
12



Partial Shifting for IR-Drop Mitigation

* Estimate IR-Drop Map for Every Shift
Cycle

 |dentify Risky Cycles with IR-Drop
Hotspots

* Assign Chains into Shift-Groups to
Balance Out Power Demand

 Additional Simulations to Find the
Sweet-Spot

[S. Holst, S. Shi, and X. Wen, “Targeted Partial-Shift for Mitigating Shift

Switching Activity Hot-Spots During Scan Test,” PRDC 2019]
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Small Delay Fault Simulation and Diagnosis

Al Accelerator Resilience Analysis
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Small-Delay Fault Simulation

. "y - > ° [ faultfree value: 1
: e Sq b — faulty value: 0
* Fin-FET: More Small-Delay Faults S Jogic g 0 ———

\/ L2 2018
o . 1 PN eo |l reconvergence  _J +2 — S0

» Complex Timing Behavior 0 k. RS
t=0 capture
time T=7/

e 4 Dimensions of Parallelism:

Variation Instance

Structural Parallelism Stimuli Parallelism Fault Parallelism Parallelism
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[Schneider, Holst, Kochte, Wen, Wunderlich: GPU-Accelerated Small Delay Fault Simulation DATE 2015]
[Schneider, Kochte, Holst, Wen, Wunderlich: GPU-Accelerated Simulation of Small Delay Faults TCAD 2017]
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Small-Delay Fault Diagnosis for Yield Learning

e Challenges:
 Complex Behaviour of SDFs
* TJest Response Compression

e Process Variation

[Holst, Schneider, Ko ht Wen, Wu d rlich: Variation-Aware Small Delay
Fault Diagno Cmp sed Test Responses ITC 2019]

Passing and Faulty
path values at capture time: PPQO
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Compaction
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Small-Delay Fault Diagnosis Flow

 Scoring SDF Candidates for all Patterns:

Many Data-Parallel Timing Simulations

---------------
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[Holst, Schneider, Kochte, Wen, Wunderlich: Variation-Aware Small Delay

Fault Diagnosis on Compressed Test Responses ITC 2019] 1
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Impact of Compaction on Diagnosis

 Response Compaction has Huge 90% - . .
Impact on Traditional Diagnosis i Proposed SDF Diagnosis
580% 1 | +11.5%
0 70% -
 GPU Provides the Necessary E
Simulation Performance to Restore  § 60%- +29.5%
Diagnostic Resolution E
>0% 1 Transition Fault Diagnosis

0 20 40 60 30 100
Compaction Ratio n

[Holst, Schneider, Kochte, Wen, Wunderlich: Variation-Aware Small Delay TF Diagnosis: [Holst, Wunderlich: A Diagnosis Algorithm for
Fault Diagnosis on Compressed Test Responses ITC 2019] 18 Extreme Space Compaction, DATE 2009]



Diagnosis For Reliability Improvement

Diagnose Faster-Than-At-Speed Test Signatures

At—Speed Test and HDD Observations
Conventional Diagnosis: Production %
HDD _
Production Reliability
Improvement ‘

HDD

Relli_glg?li%( Identified
Improvemgnt
FAST

At-Speed

Diagnosis and FAST
fo

L At-Spee
Diagnosis o . Diagnose Hidden Delay Defects (HDDs)

pass Callouts
Field-Return X Shipment | _
In-Field Slow Binning Shipment o
onths or yeare In-Field In 89-98 /o_ of all cases
Ay Life the real Hidden Delay
Failure X Avoid Early-Life Failure Defect is included in the
Avoid Field-Return fi | ki
Lower DPPM Inal ranking

[S. Holst, M. Kampmann, A. Sprenger, J. D. Reimer, S. Hellebrand, H.-J. Wunderlich, and X. Wen,
“Logic Fault Diagnosis of Hidden Delay Defects,” ITC 2020]
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Cutting-Edge VLSI Meets Safety-Critical Systems

Compute Cutting-Edge Functional
Performance Process: ? Safety z
Needs Reliability ° Requirements

Stress

Latent
Defects

r<
aceis :
ccccc

Collisien amldance

Soft Errors

Failure Rate

N . assist

[ Accolade Technology ]

[ EE Times | :
Al Inference Time

 Need to Understand Impact of Hardware-Related Errors
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Typical Neural Processing Units

* NN Inference = Many Dot-Products

e Large 2D-Grid of Multiply-Accumulate

(MAC) Units
e 96 X 96 for a Tesla NPU

¢ 256 X 256 for Google TPUV1
(Systolic Array)

e Hardware errors can lead to
Silent Data Corruption.
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Simulating Systolic Arrays

e Paths of interest are within the MAC units
e Load MAC Gate-Level Netlist on GPU

» Parallelism of the SA directly translates to data
parallelism on GPU

e Can simulate all 256 x 256 MAC units in parallel

 Each MAC can have distinct simulation
parameters: timing variation, fault conditions, ...

Holst et al.: "GPU-Accelerated Timing Simulation of Systolic-Array-Based Al Accelerators”
ATS 2021 Best Paper
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Complete Timing Simulation of NN Inferences
INT8 MAC Unit

 GPU: Nvidia RTX 3090 with 24 GB Memory
 LeNet-5: 417k MAC operations per inference

128 images = 53M MAC operations = 8 min sim time
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Better Results Than Bit-Error Injection

1.01_____
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[Holst et al.: "The Impact of Timing Errors in
Systolic-Array-Based Al Accelerators" AI-TREATS 2023]



Summary

 GPU-based High-Throughput Timing Simulation
— Performance by Data-Parallelism

« 10000+ Independent Simulations
"Feeding the Monster"

e Scan-Test Power Analysis
 Small Delay Fault Simulation and Diagnosis
* Al Accelerator Resilience Analysis

e Code: https://github.com/s-holst/kyupy
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Device Memory (Waveform Storage)
Compute Kernel evaluates one topological level

/ an

A A A
il ﬁ)(zl wl wl
—ﬁﬂ =& _ﬂ\
e e e e S R R e
N\
\ \Structural Parallelism (Independent Gates)

Data Parallelism (Independent Simulations)

Small-Delay

Fault
hhhhhhhh

|||||||||

Chain 1
1 1

l2

C.hain




