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1 Introduction

This report gives a comprehensive summary of the state of GS-IMTR project 9 (P9) “Design for Testing
and Reliability in the Presence of Transistor Self-Heating for Advanced Technologies” as part of the Mile-
stone Presentation. P9 focuses on investigating emerging reliability challenges in advanced technology
nodes, with focus on (but not limited to) the transistor self-heating effect. With the lack of commercial
tool support for many of these emerging challenges, P9 aims at developing novel approaches, includ-
ing machine learning techniques, to overcome the limitations of state-of-the-art tool flows and elevate
reliability challenges from individual transistors to the circuit level.

1.1 Transistor Self-Heating

Transistor self-heating is an ever-increasing reliability concern due to the continuous scaling in the semi-
conductor fabrication process. With more confined 3D structures and insulating materials in modern
transistor designs, heat arising in the transistor’s channel area cannot be dissipated easily and is hence
“trapped” inside the transistor’s channel [1, 2], as depicted in Figure 1. Due to the self-heating effect,
the transistor effectively operates at a temperature higher than its surrounding material would reveal.
This does not only impact the electrical characteristics of the transistor but, importantly, also its re-
liability. Under increased temperatures, existing reliability degradations are further exacerbated. In
particular, transistor aging effects are considerably accelerated, ultimately leading to earlier failure of the
chip. Therefore, to ensure reliability of the complete chip for its entire projected lifetime (e.g., 10 years),
transistor self-heating must be accurately considered from the transistor level all the way up to the final
chip (i.e., GDS-II level).
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Figure 1: Transistor self-heating in 14 nm FinFET, modeled in Synopsys TCAD after calibration against
industrial measurements. The insulating gate is removed visually, unveiling the temperature
hot spot inside the channel. The surrounding material remains relatively cool, concealing the
self-heating effect from on-chip thermal sensors.

While transistor self-heating is widely studied at the transistor level, research on its impact at the circuit
level is still in its infancy and none of the existing Electronic Design Automation (EDA) tool flows can
consider SHE during the chip design. Most research is currently limited to merely ring oscillators or
simple logic cells using SPICE simulations [3, 4, 5]. With the lack of EDA support for SHE, circuit
designers are forced to fall back to worst-case estimations or measurements obtained from the transistor
level. To ensure reliability, they must assume the highest expected SHE-induced degradations to occur
in every transistor across their entire chip. While it does guarantee reliability, such an approach leads to
largely pessimistic safety margins, causing sub-optimal circuit designs and lost potential in the advanced
technology.
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Figure 2: “Self-heating heat map”, drawn on top of a RISC-V processor core [6]. Each cell in the RISC-V
circuit is colorized according to its self-heating temperature (above chip) and drawn on top of
the layout obtained from the place and route tool. Note that temperatures are not “spreading”
to neighbor cells—Self-heating temperatures are trapped inside the individual transistors.

In our recent research [6], we propose a novel approach, elevating transistor-level self-heating effects to
the circuit level, unveiling self-heating-induced reliability challenges on full circuit designs, as depicted
in Figure 2. This step poses an important milestone in our GS-IMTR project, preceding our already
published research on how to efficiently model heterogeneous standard cell degradations for large circuit
designs. By combining our recent and already published research, a full reliability framework for transistor
self-heating on the circuit level is only one step ahead.

1.2 Standard Cell Characterization using Machine Learning

In our research, we make use of standard cell characterization to convey transistor-level degradations
(such as aging or process variation) to the circuit level. For individual transistors, we can express the
impact of degradations as changes in the parameters of the SPICE transistor model. Importantly, the
changed electrical characteristics of individual transistors within a circuit will also impact the performance
of the entire circuit, as indicated in Figure 3. Standard cell characterization simulates the behavior of
individual transistors on the SPICE level and measures their impact on delay, power, and more for any
standard cell. The resulting standard cell libraries can be used in a wide range of EDA tools to reflect
the performance of the underlying technology on higher abstraction levels.

In circuit design, the impact of different operating conditions and degradations on the circuit can be
investigated by performing Static Timing Analysis (STA) on a range of PVT corners. Each corner
is represented by a standard cell library capturing all gates in the circuit under certain conditions,
e.g., maximum temperature or maximum aging-induced degradations at the end of the lifetime of the
chip. Depending on the considered corner, the circuit’s path delays and power consumption can be very
different. Therefore, to account for reliable operation under all circumstances, the path delays under
worst-case assumptions are used to define the additionally needed timing guardband and the maximum
clock frequency that the circuit can be operated at. However, in practice, these theoretical worst-case
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Figure 3: The two figurative graphs show how degradations on the transistor level will impact the path
delays in a circuit. If these delays are not considered with an appropriate guardband, timing
violations will occur, leading to the failure of the chip. One of the most prominent parameters
to reflect degradation of the transistor is the delta threshold voltage (AViy,).

estimations are overly pessimistic. For example, the degradations induced by aging strongly depend
on the workload of the chip, and thus, the experienced degradations in a real-world scenario will be
significantly lower than under worst-case estimations [7]. As a result, parts of the timing guardband will
have never been required, imposing an unnecessary reduction in the maximum clock frequency at design
time and thus, a loss in performance.
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Figure 4: High-level flow showing how parameter changes to the transistors and operating conditions
(e.g., temperature, supply voltage) impacts the timing and power reported on the circuit level.
Within our research, we replace the blue box with a machine learning approach to accelerate
standard cell characterization and eliminate the need of confidential data in the flow. Figure
taken from [8].

To overcome the pessimism in worst-case estimations and achieve circuit designs closer to the edge,
appropriate standard cell libraries for actually expected corners are needed. However, obtaining libraries
for very specific conditions can be quite challenging. First and foremost, there is a wide area of possible
applications for circuits, entailing different operating conditions, expected lifetimes, workloads, and so on.
To cover all possible scenarios, the foundry would be required to provide hundreds of different standard
cell libraries, posing a large characterization effort. Furthermore, for very specific libraries, e.g., including
workload-specific aging-induced degradations, the characterization effort would be simply infeasible [7].
On the other hand, the task of cell characterization using SPICE simulations cannot be easily delegated
to the designer since it requires confidential information about the foundry technology and standard cell
designs. Necessary contracts and NDAs between the parties would exclude the vast amount of circuit
designers from this option [9].



Both of the two major challenges in standard cell characterization for close-to-the-edge design can be
tackled with machine learning (ML) techniques. First, time-consuming SPICE simulations can be re-
placed with fast ML inferences to overcome the infeasible computation effort of individual standard cell
libraries. Second, many ML models offer implicit secrecy by abstraction and obfuscation of original de-
sign parameters, allowing for an easier sharing of the ML-based characterization model. Both points
can be further strengthened by removing constant and unnecessary parameters from the characterization
flow and thus, reducing the required complexity of the ML models. Looking at the traditional workflow
shown in Figure 4, the entire characterization process (in blue) is replaced with our ML approach. From
the hundreds of parameters needed to perform SPICE simulations, only a few “custom” parameters are
selected to remain as features (inputs) to the ML (e.g., supply voltage, temperature, projected lifetime
(for aging), etc). At the same time, we only require a subset of all the measurements generated by the
SPICE simulations as our labels (outputs) of the ML: While SPICE is a powerful analog circuit simulator
that reports detailed electrical responses of each transistor, only higher-level results such as cell delay
or cell power consumption are needed to compile the cell library. This drastically reduces the required
complexity of the ML models and also the amount of needed training data. Eventually, simple ML regres-
sion models (such as polynomial regression or k-nearest neighbors regression) already proved themselves
capable of learning the dependency between selected design parameters and fully characterized libraries
sufficiently [7]. While complex models might be able to further improve the accuracy of predictions, the
low demand for training data is an important benefit of simple models, since the generations of training
data can be very expensive in terms of computational effort and required software licenses.

With rapid standard cell characterization at hand, the possible applications are manifold: From inves-
tigation of process or aging variation [10], to accurate corners for workload-specific aging [7], to design
technology co-optimization [9], or even hardware trojan detection [11]. More details on the development
of our machine learning-driven standard cell characterization and the different applications are given in
section 2.1.

2 Published Research, 15 works in Total (7 Journals, 8 Conferences)

With the support of the Graduate School Intelligent Methods for Test and Reliability (GS-IMTR) [12]
at the University of Stuttgart, funded by Advantest, we published research at a variety of workshops,
conferences, and journals. In publications in which Florian Klemme is the first author, research is usually
heavily linked to the topic of P9. However, we also had the opportunity to contribute to publications of
collaborations, which are usually more loosely related to the topic of P9. Authorship of Florian Klemme
in cited publications is also highlighted in the references section at the end of this report, including
7 publications in journals, 8 publications at conferences, and 1 book chapter [13]. Since the start of
P9, Florian Klemme has contributed to 11 publications (5 journals and 6 conferences), as depicted in
Figure 5.
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Figure 5: Timeline of GS-IMTR project 9, showing all first author publications (top) and contributions
to other works (bottom) from the start of the project up to the milestone presentation date.



2.1 First-Author Publications

The limitations of conventional standard cell characterization tool flows are a major obstacle to our circuit-
level reliability analysis. The process of standard cell characterization is time-consuming, dependent on
confidential models and calibration data, and, importantly, does not support heterogeneous PVT corners
across circuit designs. However, these aforementioned challenges have been tackled and presented with
appropriate approaches in our publications, as described in the following.

Our work Machine Learning for On-the-Fly Reliability-Aware Cell Library Characterization [10], pub-
lished in IEEE Transactions on Circuits and Systems I: Regular Papers (TCAS-I) sets the cornerstone
for many following publications. It is the first work to introduce rapid cell library characterization us-
ing machine learning techniques to overcome infeasible simulation times for heterogeneous PVT corners.
In early works, we often focus on aging-induced degradation in general rather than self-heating effects
specifically, However, aging defects are also severely accelerated by transistor self-heating. During the
lifetime of a chip, aging effects such as Bias Temperature Instability (BTI) and Hot Carrier Injection
(HCI) steadily degrade the performance of transistors under stress. The change in the transistors’ elec-
trical characteristic is commonly modeled as an increase in threshold voltage (V4), resulting in slower
switching times. Therefore, the degradation of our transistors can be expressed as delta threshold voltage
(AVy). Figure 6 show an example of how transistors age, depending on temperature and operating
voltage. Importantly, transistor self-heating must be considered on top of the probed chip temperature
for accurate estimation of aging-induced degradations.
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Figure 6: The depicted graphs show the impact of BTT and HCI-induced degradations on a 14 nm FinFET
pMOS transistor. We see that AV}, is not only subject to time (aging effect) but also to V4 and
temperature. Therefore, a good selection of AV;y, for guardband estimation is highly dependent
operating conditions [24]. Vzg = 0.8V and temperature = 125°C are used in the top and in
the bottom graph, respectively. Figure taken from [10].

Aging-induced degradation imposes a major challenge to the designer when estimating timing guardbands.
This problem increases as traditional worst-case corners bring over-pessimism to designers, exacerbating
competitive and close-to-the-edge designs. In [10], we present an accurate machine learning approach
for aging-aware cell library characterization, enabling the designer to evaluate their circuit under the
impact of precisely selected degradation. Unlike state-of-the-art, we bring cell library characterization to
the designer, empowering their capability in exploring the impact of aging while protecting confidential
information from the foundry at the same time. Furthermore, the fast inference of cell libraries makes it
feasible, for the first time, to examine aging-induced variability analysis in a Monte-Carlo fashion. Finally,
we show that the designer is able to select a less pessimistic timing guardband by choosing adequate delta
threshold voltage (AV;y) for their design and their needs. The work completes the idea of employing
machine-learning for standard cell characterization, first introduced in a previous work of ours [9].

Our work Machine Learning for Circuit Aging Estimation under Workload Dependency [7] (IEEE In-
ternational Test Conference, ITC’21) builds on top of [10] by introducing heterogeneity in the circuit
design. Previous state-of-the-art techniques only allow for the consideration of uniformly applied cir-



cuit degradation, despite the fact that different workloads will lead to different degradations due to
the different induced activities. This imposes over-pessimism in estimating the required timing guard-
bands, resulting in unnecessary losses of performance and efficiency. In [7], we propose an approach that
takes real-world workload dependencies into account and generates workload-specific aging-aware stan-
dard cell libraries. This allows for accurate analysis of circuits under the actual effect of aging-induced
degradation. Machine-learning-driven standard cell characterization is employed to overcome infeasible
simulation times for individual transistor aging while sustaining high accuracy. In our evaluation on the
PULP microprocessor, we achieve predictions of workload-dependent aging-aware standard cells with an
average accuracy (R? score) of 94.7 %. Using the predicted cell libraries in Static Timing Analysis, timing
guardbands are reported with an error of less than 0.1 %. Figure 7 demonstrates that timing guardband
requirements can be reduced by up to 21 % by considering specific workloads over worst-case analysis as
performed in state-of-the-art tool flows.

Workload-specific timing guardband relative to worst-case estimation
| | | | | | | | | |

| «+— worst-case guardband 00 Predicted library I 0 Validation library

N
<
S
<
0

Jo% S oY
nec’“‘o oW ‘se“c 90\“ o
\71 (\ A% O
wa 5\)60 oW®

100%

90% |-

83.95%
83.98%
84.67%

Timing guardband

" s

| 82.41%
82.46%

| 82.06%
82.01%

82.54%
|

Figure 7: To ensure reliable operation, circuits must employ an additional timing guardband. The com-
monly employed worst-case guardband (100 %) can be safely reduced by considering accurate
workload-induced degradations. Depending on the expected workload, the required timing
guardband can be reduced by up to 21 %, enabling more efficient and performant circuit de-
signs. Figure taken from [7].

In Scalable Machine Learning to Estimate the Impact of Aging on Circuits Under Workload Depen-
dency [14] (TCAS-I), we extended upon [7] and set the focus on the scalability of our machine learning
framework to previously unseen circuit designs. Only with ensured scalability, we can employ our frame-
work for a wide range of circuit designs without repetitive re-training. To achieve scalability, we present
multiple “coverage” metrics that can be applied to unseen circuits to estimate the prediction accuracy.
Eventually, we show that our machine learning framework can predict cell libraries for unseen circuit
design while sustaining an average error in timing guardband estimation below 1 %.

In Efficient Learning Strategies for Machine Learning-Based Characterization of Aging-Aware Cell Li-
braries [16] (TCAS-I), we tackle another performance problem of our machine learning framework. While
we have been able to quickly predict standard cell libraries for a variety of scenarios, the benefits of our
machine learning-based cell library characterization are strongly limited by its high demand in training
data and the costly SPICE simulation required to generate the training samples. Therefore, efficient
learning strategies are needed to minimize the required training data for machine learning models while
still sustaining high prediction accuracy. In [16], we explore multiple active and passive learning strategies
for machine learning-based cell library characterization with focus on aging-induced degradation. While
random sampling and greedy sampling strategies operate with low computational overhead, active learn-
ing considers the performance of machine learning models to find the most valuable samples for training.
We also introduce a hybrid approach of active learning and greedy sampling to optimize the trade-off
between reduction in training samples and computational overhead. Our experiments demonstrate an
achievable training data reduction of up to 77 % compared to the state of the art, depending on the
targeted accuracy of the machine learning models, as shown in Figure 8.



Comparison of proposed learning strategies compared to state-of-the-art

100% I T T T T T T -
70 % increase
93% o
% 90% | ".’./‘.,—. PRTEER
S ) /" |--- Random sampling
S e Greedy sampling
80% |- 1 Active learning
il —— State-of-the-art
i | T T

| | | | |
20 40 60 80 100 120 140 160 180 200
Training set size [# samples]

Figure 8: The required SPICE simulations to generate training data for our machine learning framework
pose a large overhead. Therefore, we aim to learn as much as possible from as little data as
possible. With our implementation and different proposed approaches, we can clearly outper-
form the approaches of our previous works (state-of-the-art). Even between the similar-looking
approaches, there is a notable difference, as indicated in the figure. Figure taken from [16].

Besides the aforementioned conferences and journals, our work has been presented as part of an invited
talk at the 27th Asia and South Pacific Design Automation Conference (ASP-DAC’22) [17], at The 34th
Workshop on Test Methods and Reliability of Circuits and Systems (TuZ’22) [8], and at the Workshop
on Intelligent Methods for Test and Reliability (IMTR’22) [15].

2.2 Co-Authorship in Collaborations

The work Design Close to the Edge for Advanced Technology using Machine Learning and Brain-Inspired
Algorithms [17] is a collaboration between P9 and P10 within the GS-IMTR and has been published as
an invited special session paper at ASP-DAC’22. In advanced technology nodes, transistor performance
is increasingly impacted by different types of design-time and run-time degradation. First, variation is
inherent to the manufacturing process and is constant over the lifetime. Second, aging effects degrade
the transistor over its whole life and can cause failures later on. Both effects impact the underlying
electrical properties of which the threshold voltage is the most important. To estimate the degradation-
induced changes in the transistor performance for a whole circuit, extensive SPICE simulations have
to be performed. However, for large circuits, the computational effort of such simulations can become
infeasible very quickly. Furthermore, the SPICE simulations cannot be delegated to circuit designers,
since the required underlying transistor models cannot be shared due to their high confidentiality for
the foundry. In [17], we tackle these challenges at multiple levels, ranging from transistor to memory
to circuit level. We employ machine learning and brain-inspired algorithms to overcome computational
infeasibility and confidentiality problems, paving the way towards design close to the edge. Our machine
learning-based characterization flow, as one part of the work, is shown in Figure 9.

The work On Extracting Reliability Information from Speed Binning [18], published at the IEEE FEu-
ropean Test Symposium (ETS’22) is a collaboration between P9 and PA1. The work utilizes standard
cell library characterization to estimate the impact of small delay faults within larger circuit designs.
Adaptive Voltage Frequency Scaling (AVFS) is an important means to overcome process-induced vari-
ability challenges for advanced high-performance circuits. AVFS requires and allows determining the
maximum speed Fy,q.(Vyq) reachable under a set of certain operation voltages Vyq. In [18], it is shown
that the Fp,q.(Vyq) measurements contain relevant data to identify some hidden defects in a chip that
are reliability threats and can cause device failures, but pass the speed binning procedure within the
given specifications. Static Timing Analysis (STA) is applied to a circuit designed by using standard cell
libraries in which the underlying transistors along with process variations have been carefully calibrated
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Figure 9: A very high-level perspective on the application of our machine learning-based characterization
flow. Depending on the application, different parameters are swept in conventional SPICE
simulation to generate the necessary training data for our framework. Afterward, it predicts
individual cells, which are collected and merged into a full, compatible standard cell library.
Finally, the generated standard cell library can be employed in conventional EDA tool flows to
perform a variety of evaluations. Figure take from [17].

against industrial 14 nm FinFET measurement data, and instances with and without injected small resis-
tive open defects are generated. From the slope of the function F,q.(Vaq), @ machine learning procedure
can identify some defects with high precision and few false positives. These chips can be then discarded
without any further need and cost for testing. It has to be noted that this reliability information comes
for free from the data which is already generated and does not need any additional measurements.

The work Variability-Aware Approximate Circuit Synthesis via Genetic Optimization [19] (TCAS-I) is
another work that utilizes our machine learning-driven characterization framework to generate a large
set of standard cells under process variation, similar to [10]. Process variations are one of the major bar-
riers that CMOS devices face at the nanometer scale due to manufacturing imperfections. They severely
inhibit the reliable operation of circuits, as the operational frequency at the nominal process corner is
insufficient to suppress timing violations across the entire variability spectrum. To avoid variability-
induced timing errors, previous efforts impose pessimistic and performance-degrading timing guardbands
atop the operating frequency. In [19], we employ approximate computing principles and propose a
circuit-agnostic automated framework for generating variability-aware approximate circuits that elimi-
nate process-induced timing guardbands. Variability effects are accurately portrayed with the creation
of variation-aware standard cell libraries, fully compatible with standard EDA tools. The underlying
transistors are fully calibrated against industrial measurements from Intel 14 nm FinFET in which both
electrical characteristics of transistors and variability effects are accurately captured. In [19], we explore
the design space of approximate variability-aware designs to automatically generate circuits of reduced
variability and increased performance without the need for timing guardbands. Experimental results show
that by introducing negligible functional error of merely 5.3 x 1072, our variability-aware approximate
circuits can be reliably operated under process variations without sacrificing the application performance.

Finally, the work GNN/REL: Graph Neural Networks for Predicting Circuit Reliability Degradation [20],
published in IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems (TCAD)
is our latest publication from collaboration, again utilizing our standard cell characterization flow for
the generation of large training data set to be used in graph neural networks. Process variations and
device aging impose profound challenges for circuit designers. Without a precise understanding of the
impact of variations on the delay of circuit paths, guardbands, which keep timing violations at bay, can-
not be correctly estimated. This problem is exacerbated for advanced technology nodes, where transistor
dimensions reach atomic levels and established margins are severely constrained. Hence, traditional
worst-case analysis becomes impractical, resulting in intolerable performance overheads. Contrarily,
process-variation/aging-aware static timing analysis (STA) equips designers with accurate statistical de-
lay distributions. Timing guardbands that are small, yet sufficient, can then be effectively estimated.



However, such analysis is costly as it requires intensive Monte-Carlo simulations. Further, it necessitates
access to confidential physics-based aging models to generate the standard-cell libraries required for STA.
In [20], we employ graph neural networks (GNNs) to accurately estimate the impact of process varia-
tions and device aging on the delay of any path within a circuit. Our proposed GNN4REL framework
empowers designers to perform rapid and accurate reliability estimations without accessing transistor
models, standard-cell libraries, or even STA; these components are all incorporated into the GNN model
via training by the foundry. Specifically, GNN4REL is trained on a FinFET technology model that is
calibrated against industrial 14 nm measurement data. Through our extensive experiments on EPFL and
ITC-99 benchmarks, as well as RISC-V processors, we successfully estimate delay degradations of all
paths — notably within seconds — with a mean absolute error down to 0.01 percentage points.

3 Conclusion and Future Work

Within the first 20 months of P9, we set many important cornerstones to investigate reliability chal-
lenges in advanced technologies. Most importantly, we demonstrated in multiple publications [10, 7,
14] how machine learning-driven standard cell characterization can be employed to efficiently elevate
reliability threats from the transistor level to the circuit level. With our latest research on transistor self-
heating [6], we will soon be able to also investigate self-heating effects on the circuit level and propose
novel counteractive approaches. Our research will serve as an important tool to close the gap between
self-heating-induced reliability challenges on the transistor and the circuit level, which allows for less
pessimistic safety margins and thus more efficient circuit designs while sustaining full reliability of the
chip.
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